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The ZIP file, pc.zip, contains these files:

PC.DOC

this file

PC.EXE

Executable version of POLYCORR Classic

INPUT.PC

Sample input file

OUTPUT.PC

Sample output file

Introduction

POLYCORR Classic is a simple program to estimate the polychoric correlation (Drasgow, 1988; Olsson, 1979; online, see Uebersax, 2000) between two dichotomous or ordered-category variables.   This was the original version of the POLYCORR program.  A more advanced version has since been written, and that now goes by the name of POLYCORR; the official name of the original program has been changed to POLYCORR Classic.

The advanced version of POLYCORR contains many more options, which are probably irrelevant to the needs of most users, and potentially produce more difficulty of use (or, at least, a more cumbersome input file).   Therefore most users may consider POLYCORR Classic as a better alternative.  The estimation engine is the same in both versions and identical results should be produced in either case.

The Input File

To run POLYCORR Classic you must construct an input file named INPUT.PC.  It contains five command lines, followed by the data.

The command lines are as follows:

Line 1.  A run title of up to 80 characters.

Line 2.  Maximum number of iterations.  One can usually leave this set at 5000.  (It is unlikely that that many iterations will be  needed.)

Line 3.  Use previous start values?  The default value of 0 causes POLYCORR Classic to begin estimation with default start values.  A value of 1 means the user will instead supply start values (see User-supplied Start Values).

Line 4.  Number of manifest categories.  This is the number of ordered categories for the variables.  (A current limitation of POLYCORR Classic is that this number is assumed the same for both variables).  The current maximum is 10 rating categories per variable.

Line 5.  Estimation method.  The default value of 0 means joint ML estimation will be used.  A value of 1 specifies two-step estimation.

In Lines 2--5, all values are supplied in I4 format.

Following the command lines are the observed data.  These are the observed frequencies for every combination of levels of the two variables (full observed crossclassification table).  The format is free field, but it is usually best to format the frequencies as a square table.

The file INPUT.PC supplied with POLYCORR Classic shows proper construction of an input file.

Running POLYCORR Classic

To run the program:  while in DOS or a DOS window, navigate to the directory where PC.EXE resides.  Type the command:

     PC <enter>

If you are using a pre-Pentium machine without a math coprocessor, use the program PC2.EXE instead of PC.EXE.

Numbers will scroll past as the program runs.  These are the likelihood-ratio chi-squared statistic calculated at each iteration. (If you see a negative number, something is wrong!).

With two-step estimation, fewer than 50 iterations may be needed; with joint ML estimation, 1000 or more may be required for a large table.  If the program doesn't converge in the number of allotted iterations, enter a 1 in Line 3 of the input file and re-run the program.  POLYCORR Classic will the resume estimation where it left off.

The Output File

The Output file, OUTPUT.PC, has four sections, as follows:

1. Design information

This reports the number of rating levels and whether joint ML or two-step estimation was used.

2. Model fit statistics

This reports the likelihood-ratio (G-squared) and Pearson (X-squared) chi-squared statistics and their associated p values.  These test fit of the polychoric correlation model.  A significant p value implies that the model assumptions (a latent bivariate normal distribution and fixed, discretizing thresholds) do not apply.

This section also reports whether the program converged or not.

3. Parameter estimates

This section first reports the estimated polychoric correlation (rho) and its standard error.

Next it reports a test of a zero polychoric correlation.  This is simply a likelihood-ratio chi-squared test of statistical independence for the data.

Next the Pearson correlation between the two manifest variables is reported (i.e., the correlation obtained treating the variables as interval data).

Following this the threshold estimates are reported.  If joint ML estimation is used, estimated threshold standard errors are also reported.

4. Observed/expected frequencies

This section shows, for each combination of levels of the two manifest variables, the observed and expected frequency.  Observed and expected marginal frequencies are also reported.

Estimation Method

POLYCORR Classic reformulates the polychoric correlation model as a latent trait or "variable-in-common" model (Hutchinson, 1993).  (This is not an approximation--it is isomorphically equivalent to the usual bivariate-normal view of the polychoric correlation.)

Estimation is done by iteratively adjusting parameter values to find those that best fit the observed data by the criterion of maximum likelihood.  The iterative adjustments are handled by STEPIT, a general algorithm for multivariate minimization/maximization (Chandler, 1969).

With joint ML estimation, all parameters (the polychoric correlation and thresholds) are estimated by this means.  With two-step estimation, thresholds are estimated directly from cumulative marginal proportions, and only rho is estimated iteratively.

Standard errors are calculated by inverting the observed information matrix.  The observed information matrix is calculated by finite differences.  For two-step estimation, in estimating the standard error of rho the thresholds are viewed as fixed parameters.  This appears consistent with Drasgow (1988) and others.  I think this is questionable, however; the thresholds are still subject to sampling variability even if calculated from the marginals.  At present, the question of standard errors for two-step estimation is left open.

POLYCORR Classic has been benchmarked against PRELIS Version 1.0 (Joreskog & Sorbom, 1993) for two-step estimation, against the calculations of Tallis (1962) and Drasgow (1988), and, for the tetrachoric correlation, against Applied Statistics algorithm AS 116 (Brown, 1977).  In every case tested, POLYCORR Classic appeared at least as accurate as the benchmark source.

User-Supplied Start Values

One can pick the initial parameter values by constructing a special file.   The file is named START.PC.  This has k lines, where k is the number of estimated parameters.

For joint ML estimation:  k = 2L - 1, where L is the number of levels per variable.  The first line gives the start value for rho.  Next, on successive lines, are the start values for thresholds 2, 3, ..., L for the first variable, followed by start values for thresholds 2, 3, ..., L for the second variable.

For two-step estimation:  k = 1.  There is only one line, containing the start value for rho.

Values must include a decimal place and be one per line, with no blank lines.  Other than that the format is unimportant.  To see an example START.PC, run POLYCORR Classic and examine the START.PC file is creates.

Negative Polychoric Correlations

A minor adjustment must be made to the latent trait model to accommodate

a negative polychoric correlation.  For technical reasons, in a given run POLYCORR Classic will estimate rho either within the range 0 to 1.0 or -1.0 to 0, but not both.

This will not likely affect the user.  The default start value for rho is the Pearson r calculated for the data.  If the Pearson r is positive, a positive rho will be estimated; if the Pearson r is negative, a negative rho is estimated.

It is unlikely that rho would have a sign opposite of the Pearson r.  Still, should this be the case, the user has an option.  Suppose that the Pearson r is positive, and that POLYCORR Classic attempts to estimate a positive rho.  If the true rho is negative, one of two things will happen:  (1) rho will be reported as 0; or (2) the program will terminate with an error message.

In either case the user should re-run the program using user-supplied start values.  A negative value should be specified for the rho start value.  This will cause POLYCORR Classic to estimate a negative-valued rho.

Similarly, a user-supplied positive-valued rho will cause POLYCORR Classic to estimate a positive-valued rho.

Troubleshooting

The large majority of problems people have using the program result from filenames:  either files are not named correctly, or they are not in the appropriate folder.  Unfortunately, partly a result of the Fortran compiler used, there are few diagnostic messages produced, so that this isn't made very clear to the user.  In any case, there are two essential steps to take if the program doesn't run successfully for you:

1. See if you can successfully run the input.pc file supplied with the program.  First, copy or rename the original output.pc file somewhere for reference.  Then run POLYCORR Classic using the input.pc file supplied and see if it produces the same results as shown in the original output.pc file.  

2. When you run the program, make sure that the input.pc file is in the same folder as the executable file PC.EXE.  Also, if you're doing something fancy with DOS or Command Prompt (e.g., issuing the command to run PC.EXE from a different folder  than where PC.EXE resides, be careful:  DOS/Command Prompt may expect to find input.pc in the folder from which you execute the run command).   The safest method is as follows:

a.  Place PC.EXE and input.pc in the same folder

b.  Open Command Prompt manually

c.  Navigate to that folder

d.  From that folder, issue the command PC <enter>

3. For helpful general information about DOS and Command Prompt, see the online article, "Get the Most from Command Prompt" at:


http://ourworld.compuserve.com/homepages/jsuebersax/dos.htm

Updates

Version 1:  July 2000 (original version)

Version 2:  April  2007 (changes to documentation only) 

This program is available at:

http://ourworld.compuserve.com/homepages/jsuebersax/tetra.htm

In the event of any program bugs, or if you have any questions about the use of POLYCORR Classic, please contact me at:

jsuebersax@yahoo.com

---

John Uebersax
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